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Abstract 

Background: Quick diagnosis and successful treatment depend on the accurate identification of 
bone fractures. Despite their value, traditional diagnostic techniques like MRI and CT scans are 
frequently costly, less accessible, and may not be able to identify small fractures. Critical clinical 
decisions may be delayed due to the time-consuming and human error-prone process of manual X-
ray image assessment. Method: This paper offers an automated deep learning-based method for 
detecting and classifying bone fractures utilizing two advanced convolutional neural network ar-
chitectures: ResNet18 and EfficientNetB0. The study's dataset includes X-ray images of hands and 
arms of both normal (4383 images) and fractured (4480 images) patients. To improve image quality 
and avoid overfitting, preprocessing and data augmentation approaches were applied. Results: With 
an accuracy of 99%, precision of 99%, and an F1-score of 0.99, EfficientNetB0 outperformed the 
other evaluated models, demonstrating remarkable classification competencies. Reliability was also 
demonstrated by the ResNet18 model, which identified fracture patterns with excellent accuracy 
and robustness of 98%. Conclusion: These findings demonstrate how deep learning may be used to 
quickly and accurately automate fracture identification. Additionally, even on systems with re-
stricted resources, EfficientNetB0's lightweight design makes it appropriate for real-time clinical 
applications. This method can help doctors identify fractures early and accurately, decrease errors, 
and greatly increase diagnostic efficiency. 
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1. Introduction 

With an estimated 2.7 million cases per year in the six EU countries of France, Germany, Italy, 
Spain, Sweden, and the UK, bone fractures are common these days [1]. During juvenile growth 
stages, falls and increased physical activity are the main causes of pediatric bone fractures, which 
are a common medical problem. Boys had almost three times as many fractures as girls, with the 
left upper extremity being most commonly affected, according to a new study that included 1,020 
children. Children between the ages of three and six had the highest incidence, and the main cause 
was found to be outdoor falls in the spring and summer afternoons [2]. Depending on how much 
skin remains exposed, bone fractures can be either partial or total, as well as open or closed. Also, 
diseases like osteoporosis or bone cancer, which weaken bone integrity, can result in fractures [3]. 
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A bone fracture can be identified by sudden pain, obvious misalignment, bruising, swelling, and a 
warm or red feeling in the affected area [4].  
In order to prevent delays in required operations, patients involved in accidents may require imme-
diate medical treatment and close observation. Therapy for these unstable patients might be sub-
stantially accelerated by a quick and easy detection of fractures or injuries. It may be crucial to 
diagnose these injuries as soon as possible in order to ensure their health and prevent further issues 
[5]. As an immediate and non-invasive approach, X-ray imaging is the main diagnostic tool used to 
confirm or rule out fractures. Digital X-ray imaging equipment is now widely used in many medical 
applications due to the combination of radiation and computer image processing technologies [6]. 
Traditional methods for detecting fractures by manually analyzing X-ray images are time-consum-
ing, error-prone, and tedious [7].  Researchers have evaluated deep learning techniques, particu-
larly CNN models have demonstrated remarkable capabilities in image recognition tasks, including 
fracture detection in large datasets of labelled X-ray images to detect and classify fractures with 
high accuracy [8]. In machine learning, the features are not automatically chosen; instead, the user 
must process the maximum number of features, which is challenging if the input is an image dataset 
[9].  
Across a range of anatomical locations and imaging modalities, deep learning (DL) techniques have 
demonstrated remarkable accuracy and efficiency in fracture detection, routinely surpassing tradi-
tional methods and, in many situations, even skilled radiologists [10–14]. With reported accuracies 
typically exceeding 90% and sensitivities reaching 85%, a hybrid YOLO NAS–EfficientDet–
DETR3 model attained the maximum accuracy of 98.10% [11]. Models with better detection, clas-
sification, and localization performance include DenseNet, ResNet, YOLO versions, and various 
hybrid architectures [10–13,15–22]. Interpretability, computational efficiency, and clinical applica-
tion have all been further enhanced by advancements like generative models, explainable AI mod-
ules, and attention methods [11,13,15,16]. All things considered, DL-based solutions have a great 
deal of potential for enhancing diagnostic reliability, reducing effort, and facilitating quicker and 
more accurate fracture detection in clinical practice [10-22]. This study aims to utilize pre-trained 
Convolutional Neural Network (CNN) models, specifically ResNet18 and EfficientNetB0, to accu-
rately and efficiently detect hand and arm fractures, providing a faster and more reliable alternative 
to traditional radiological methods. 
We organized this paper into various sections as follows. Section 1 provides an introduction to the 
topic, a brief overview of the existing literature, and highlights the motivation and objectives of this 
paper. Section 2 provides a detailed discussion of the methods and materials, including the bone 
fracture dataset, data pre-processing and augmentation, data splitting, and deep learning models for 
classification. The results and discussion are given in Sections 3 and 4. And Section 5 concludes the 
paper. 
 
1.1. Motivation 

Since manual diagnosis can be difficult, subjective, and susceptible to mistakes, early and accurate 
detection of bone fractures in the hand and arm is necessary for appropriate treatment. Even advanced 
imaging techniques like CT and MRI provide accuracy, but they are frequently more costly and less 
widely available. This motivates the implementation of deep learning models, like ResNet18 and 
EfficientNetB0, that provide a scalable, accurate, and effective method for automatic fracture detection 
using X-ray images. 
 
1.2. Objectives 
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• To build a deep learning-based automated system for identifying bone fractures in the hand 
and arm using X-ray images. 

• To evaluate ResNet18's and EfficientNetB0's performance in terms of F1-score, recall, accu-
racy, and precision.  

• To prove that lightweight CNN architectures are suitable for use in clinical and resource-
limited environments. 

• To employ computerized medical imaging technologies to help diagnose fractures more 
quickly, easily, and effectively. 

2. Materials and Methods 

Each stage of the implemented methodology is outlined in this section. Figure 1 depicts the entire 
procedure of the chosen methodology.  

 
Figure 1. Methodology diagram 

2.1. Dataset 

The research study's dataset, which included 8,860 radiographic (X-ray) images of human hands 
and arms, was downloaded from Kaggle. It is divided into two classes: 4,480 images of fractured 
bones that illustrate different kinds, positions, and severity of fractures, and 4,383 pictures of bones 
that have not been fractured and exhibit typical anatomical features. It is appropriate for training 
binary classification models with not much class imbalance constraints due to the almost balanced 
class distribution. Table 1 shows the number of images in each class along with a description. Figure 
2 shows the original images from the dataset. 
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Table 1. Description of classes in dataset 

Class Number of Images Description 

Fractured 4,480 X-ray images showing various types of bone fractures 

Not-Fractured 4,383 X-ray images showing normal bones  
Total 8,860 Combined total of both classes 

 

 

Figure 2. Original images from dataset 

2.2. Data Pre-Processing and Augmentation 

A number of preprocessing techniques were applied to the X-ray dataset used in this study in order 
to enhance image quality and prepare it for training deep learning models. In order to reduce com-
puting complexity while maintaining crucial structural elements, all images were first transformed 
to greyscale. For precise fracture line identification, bilateral filtering was used to cut down on noise 
without obscuring critical edges. Contrast enhancement came next, which helped draw attention to 
bone structures and accentuate small fractures. To guarantee uniformity throughout the dataset and 
compatibility with CNN models that had already been trained, images were then rescaled to a stand-
ard size. Data augmentation methods including horizontal flipping, vertical flipping, and random 
affine transformations were employed to enhance model generalisation and avoid overfitting. Figure 
3 and Figure 4 shows the images after applying pre-processing and augmentation techniques on 
original images. 

 

Figure 3. Pre-processed images 

 

Figure 4. Augmented images 

2.3. Data Splitting 

To provide a sufficient quantity of data for model learning and to allow for performance evaluation, 

the dataset was split into 70% training and 30% testing. The base structure consisted of pre-trained 

ResNet and EfficientNet architectures, which enhanced model generalisation and reduced training 

time. Using an appropriate method, the model was adjusted on the dataset over ten epochs. Using 
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important performance metrics such as accuracy, precision, recall, F1-score, confusion matrix, and 

training loss and accuracy graphs, on test set evaluates the model's performance. 

2.4. Classification Models 

Two pre-trained Convolutional Neural Network (CNN) models, ResNet18 and EfficientNetB0, 
were used in this study to identify fractures in the hands and arms from X-ray images. These models 
were chosen due to their apparent effectiveness in image classification challenges and their capacity 
to extract complex patterns from visual input. 

2.4.1. Resnet18 

ResNet18 is a deep learning model that belongs to the Residual Network (ResNet) family. It has 
recently been demonstrated that Deep Residual Networks significantly improve neural network per-
formance [23]. It is well-known for using "skip connections" or residual connections, which aid in 
deep network training by solving the problem of vanishing gradients. Because of its 18 layers and 
modest weight, it is effective without compromising performance. The ability of ResNet18 to extract 
hierarchical features from images is especially useful for spotting minute fracture patterns.  

2.4.2. Efficientnetb0 

The foundational model of the EfficientNet family, EfficientNetB0, is made to attain excellent ac-
curacy with fewer parameters and less computational expense. It is shown that an EfficientNet 
model can outperform the most advanced accuracy [24]. It is strong and effective because it balances 
the model's depth, width, and input resolution using a compound scaling technique. EfficientNetB0 
is renowned for its capacity to outperform numerous deeper models while using fewer resources. 
The study makes use of transfer learning, which enables the models to retain valuable feature ex-
traction capabilities and adapt to the medical imaging job with fewer training resources, by utilising 
these models. This method allows for precise fracture identification even with limited medical data 
and increases training efficiency. 

3. Results  

The next section describes the results of using deep learning models for bone fracture detection.  

3.1. Resnet18: 

A comprehensive evaluation of the ResNet18 model's performance can be accessed via the confusion 
matrix in Figure 5. The model made 2,659 predictions in total, based on the matrix. It exhibited a high 
degree of accuracy in both classes by properly classifying 1,286 normal cases as normal (true nega-
tives) and 1,323 fractured cases as fractured (true positives). Only 26 fractured cases were mistakenly 
identified as normal (false negatives), whereas only 24 normal cases were mistakenly labelled as frac-
tures (false positives). Particularly in a field with high stakes like medical imaging, these misclassifi-
cations are in fact rare. Key performance measures can be calculated based on these values. 
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Figure 5. Confusion matrix for ResNet18 

The model's overall reliability is represented by its accuracy, which is approximately 98 %. The pre-
cision, which measures the percentage of actual fractures that were predicted, is approximately 98 %. 
About 98 % of real fractures were correctly identified, as indicated by the recall or sensitivity. The F1 
score, which maintains a balance between recall and precision, is 98 %. These high scores indicate 
how well the algorithm recognizes fractures, minimizing errors and missed cases. Table 2 displays 
the results of evaluation matrix of each class and overall accuracy for ResNet18. 
Table 2. Results of evaluation matrics for ResNet18 

Class  Precision  Recall  F1 score Accuracy 
0 0.98 0.98 0.98 0.98 
1 0.98 0.98 0.98 0.98 

     
 
The ResNet18 model's training performance across ten epochs for bone fracture detection is depicted 
in the line graph (Figure 6). Training accuracy (in orange) and training loss (in blue) are the two main 
measures displayed. The model's initial prediction mistakes are indicated by the relatively substantial 
training loss, which then steadily and sharply decreases with each epoch until it approaches zero. This 
means that during training, the model is efficiently learning and reducing its mistakes. At the same 
time, the training accuracy increases quickly from about 75% to over 98%, maintaining at near-perfect 
values in subsequent epochs. This fast increase and subsequent stability show that the model picks up 
accurate bone X-ray image classification. 

 

Figure 6. Training Loss and Accuracy graph for ResNet18 
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3.2. Efficientnetb0: 

The EfficientNetB0 model performs outstandingly in a binary classification evaluation, according to 
the confusion matrix (Figure 7) distinguish between the two classes—normal cases (class 0) and frac-
tured cases (class 1). The model demonstrated a significant capacity to recognise both classes, 
properly classifying 1,268 cases of class 0 and 1,356 occurrences of class 1.  The 35 misclassifica-
tions were all false positives, meaning that class 0 instances were mistakenly projected to be class 1.  
Crucially, the model correctly predicted every class 1 case without missing any, indicating that there 
were no false negatives.  

 
Figure 7. Confusion matrix for EfficientNetB0 

On the test dataset, the EfficientNetB0 model demonstrates outstanding classification performance, 

with an overall accuracy of 99%. For class 0, it obtained a recall of 0.97, which means it correctly 

identified 97% of actual class 0 samples, and a precision of 1.00, which means all projected cases of 

class 0 were correct. The model captured all real class 1 instances, achieving a precision of 0.97 and 

a flawless recall of 1.00. With an F1-score of 0.99, both classes demonstrated a superb balance be-

tween recall and precision. All metrics had weighted and macro averages of 0.99, indicating consistent 

and very accurate model performance throughout the dataset. Results of evaluation matrics of each 

class and overall accuracy for EfiicientNetB0 are shown in Table 3. 

Table 3. Results of evaluation matrics of EfiicientNetB0 

Class  Precision  Recall  F1 score Accuracy 
0 1.00 0.97 0.99  
1 0.97 1.00 0.99  
    0.99 

 
Over ten epochs, the EfficientNetB0 training plot displays a steep learning curve. The model rapidly 
learnt to minimise errors, as evidenced by the training loss (blue line) settling after a steep decline in 
the first few epochs, from roughly 0.48 to almost 0.01. Meanwhile, the training accuracy (orange line) 
increases quickly from about 85% to almost 100%, where it reaches an early plateau and stays steady. 
Figure 8 Training Loss and Accuracy graph for EfficientNetb0. 
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Figure 8. Training Loss and Accuracy graph for EfficientNetB0 

This shows that the training data was successfully learnt by the model with almost perfect accuracy 

and little loss. All things taken into account, the plot shows a well-trained model with quick conver-

gence and consistent performance over training. Strong accuracy for class 0 is also indicated by the 

low false positive rate. In conclusion, the EfficientNetB0 model has a high-performing and well-bal-

anced classification ability, especially in preventing false negatives while maintaining a high level of 

overall predictive accuracy. 

4. Discussion 

Both ResNet18 and EfficientNetB0 were used for this research to identify bone fractures from hand 
and arm X-ray images, and each model was evaluated using common performance metrics. With a 
superior accuracy of 99%, precision of 0.99, recall of 0.99, and an F1-score of 0.99, EfficientNetB0 
showed exceptional performance. It successfully recognized every fractured case with no false neg-
atives. ResNet18, on the other hand, also performed exceptionally well, displaying stable outcomes 
during several evaluation runs and helpful classification accuracy. It showed strong generalization 
and adaptability, making it an effective alternative for fracture detection tasks even though it did not 
outperform EfficientNet-B0 in precision or recall. Table 4 shows the results of both models. 
 
Table 4. Results of both models 

Model Name Precision  Recall  F1 score Accuracy 
RsNet18 0.98 0.98 0.98 0.98 
EfficientNetB0 0.99 0.99 0.99 0.99 

 
Deep learning (DL) algorithms have persistently shown outstanding efficiency and accuracy in frac-
ture detection, frequently exceeding both conventional diagnostic methods and, in certain situations, 
even experienced radiologists. Accuracy reports at times exceed 90%, with the highest recorded 
accuracies being 98.10% from a hybrid YOLO NAS–EfficientDet–DETR3 model, discussed in lit-
erature. Although models can automatically classify fractures, EfficientNetB0 outperformed that 
benchmark in this study, correctly diagnosing every fracture with no false negatives and achieving 
99% accuracy along with excellent precision, recall, and F1-score. This makes it particularly helpful 
in medical centres where fractures that go undetected could have adverse consequences. Its light-
weight design makes it even more appropriate for deployment in resource-constrained scenarios and 
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real-time applications. Although ResNet18's precision and recall were slightly lower than those of 
EfficientNetB0, it showed robust, consistent performance with good generalization. These results 
promote the real-world application of current DL architectures in clinical workflows by proving 
their ability to combine impressive diagnostic accuracy with computational efficiency. 

5. Conclusion 

This paper uses two modern CNN architectures, ResNet18 and EfficientNetB0, to demonstrate a 
deep learning-based method for identifying bone fractures in X-ray pictures of the hands and arms. 
With 99% accuracy, a precision of 0.99, and an F1-score of 0.99, the EfficientNetB0 model pro-
duced outstanding results, whereas ResNet18 also showed great accuracy and dependable perfor-
mance with 98%. These findings promote early and precise diagnosis by confirming the models' 
ability to differentiate between normal and fractured cases. Even if the models operate well, future 
research will concentrate on growing the dataset to cover a wider range of patient profiles and 
fracture variants. Additionally, clinical validation will be carried out to guarantee that the models 
can be used practically in medical settings 

Abbreviations 

The following abbreviations are used in this manuscript: 

ADHBF Automatic Detection of Human Bone Fractures 
AI Artificial Intelligence 
AUC Area Under the Curve 
CNN Convolutional Neural Network 
CT Computed Tomography 
DL Deep Learning 
EU European Union 
mAP Mean Average Precision 
MRI Magnetic Resonance Imaging 
MURA Musculoskeletal Radiographs (Public Dataset) 
NAS Neural Architecture Search 
ReLU Rectified Linear Unit 
ResNet Residual Network 
SVM Support Vector Machine 
VGG Visual Geometry Group 
XAI Explainable Artificial Intelligence 
YOLO You Only Look Once 
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